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1 Introduction

One direct consequence of recent advances in digital visual data generation and
the direct availability of this information through the World-Wide Web, is a urgent
demand for efficient image retrieval systems. The disclosure of the content of these
millions of photos available on the internet is of great importance. The objective
of image retrieval is to allow users to efficiently browse through this abundance
of images. Due to the non-expert nature of the majority of the internet users, such
systems should be user friendly, and therefore avoid complex user interfaces.

Traditionally, two sources of information are exploited in the description of im-
ages on the web. The first approach, called text-based image retrieval, describes
images by a set of labels or keywords [1]. These labels can be automatically ex-
tracted from for example the image name (e.g. ’car.jpg’ would provide information
about the presence of a car in the image), or alternatively from the webpage text
surrounding the image. Another, more expensive way would be to manually label
images with a set of keywords. Shortcomings of the text-based approach to image
retrieval are obvious: many objects in the scene will not be labeled, words suffer
from the confusions in case of synonyms or homonyms, and words often fall short
in describing the esthetics, composition and color scheme of a scene. However, un-
til recently many image retrieval systems, such as e.g. Google-image search, were
exclusively text based.

A second approach to image description is called content-based image retrieval
(CBIR). Here users are provided with feedback from an image-query purely based
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on the visual content of images. These methods are better able to describe the scene
composition and color scheme of images. However, they suffer from the semantic
gap, which is the gap between low-level image features and high level semantics
of the image [2]. Features which are popular in such systems range from global
color description [3], to texture descriptions [4], to precise shape descriptions [5].
Due to their different nature, CBIR and text-based image retrieval were found to be
complementary [1].

Given the complexity of the image retrieval problem, researchers have acknowl-
edged that user feedback should be an integral part of any image retrieval system
[2, 6]. Therefore, relevant feedback mechanisms have been a popular research sub-
ject in image retrieval. Users are asked to provide the system with some form of
feedback, for example by selecting images which match or do not match the target
image. The system then reorders the images given the user feedback. Interactive
image retrieval provides a way to approach the inherent ambiguities which exist in
image retrieval. Furthermore, it allows adapting the results to be user-dependent.
Important is that these systems should operate in real-time which excludes the use
of complex learning algorithms. From user studies we know that adding interactive
feedback significantly improves the efficiency of retrieval systems [6].

In recent years object recognition and scene categorization have made signifi-
cant advances [7, 8], especially due to the usage of machine learning techniques in
combination with a local feature description of images. The combination of highly
discriminative features [9], and the bag-of-words framework have resulted in signifi-
cant progress [7, 10]. Also the introduction of standard benchmark data sets, such as
the VOC PASCAL challenge [11], have further contributed to fast developments in
the field of object recognition. One could say that these advances have significantly
reduced the semantic gap, and state-of-the-art is currently able to automatically label
images with semantically labels.

In the image retrieval system, described in this chapter, we investigate the usage
of recent developments in object recognition to bridge the semantic gap. We are
especially interested to investigate how such high-level information can improve
interactive image retrieval. We will apply a bag-of-word based image representation
method to automatically classify images in a number of categories. These additional
labels are then applied to improve the image retrieval system. Next to these high-
level semantic labels, we also apply a low-level image description to describe the
composition and color scheme of the scene. Both descriptions are incorporated in
a user feedback image retrieval setting. In conclusion, the novelty of our prototype
for image retrieval can be summarized as follows:

• Apply bag-of-word based image classification to bridge the semantic gap by au-
tomatically labeling images with a set of semantic labels.

• Improve user feedback by allowing the user to select images to resemble the
target image according to semantic or esthetic (color composition) content.

The main objective is to show that automatic labeling of images with semantic labels
can improve image retrieval results.
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Fig. 1 Overview of image retrieval prototype combining both, semantic and visual queries. Adap-
tation of general model for multimodal iterative systems ([12]).

This chapter is organized as follows. In Section 2 an overview of our approach
is given. In Section 3 the details of the both the semantic and the visual image
representation are discussed. In section 4 the technical details and the user interface
are discussed. In Section 5 a demonstration of the image retrieval system is given,
and Section 6 finishes with concluding remarks.

2 Interactive Visual and Semantic Image Retrieval

A typical user of an image retrieval system is looking for images to use in a presen-
tation, a report, or his webpage. Examples of images could be ”A city-scene during
the night”, or ”A living room in retro style”. Communicating the desired image
to other humans already can be a difficult task. To facilitate communicating these
desires into queries for a computer, we differentiate between two sources of com-
munication: semantic queries in the form of text, and visual queries in the form of
images. Text queries, typically allow the user to communicate objects or buildings
which should be present in the scene such as ”car”, or ”town” (e.g. Google image
search is known to be mainly text-based). Visual queries allow the user to steer the
composition, color arrangement and general atmosphere (e.g. cold or warm) of the
query.

Due to the inherent ambiguity in the initial query (e.g. different users could en-
visage different images but use the same query) user feedback will be crucial for
successfully navigation of the system. The propose system is given in Figure 1. The
user will initialize the system with a text query. Based on an image classification
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Fig. 2 Example of combination of visual and semantic query. The semantic query indicates that
the user wants a ”horse” to be present in the image, whereas the visual query suggest that the horse
should be situated in a green outdoor setting.

system a number of relevant images to the query will be presented to the user in
the form of a ranked list. At this time, the user can precise his query by choosing
visually and semantically relevant images. Furthermore, the user can leverage the
importance of the text and visual query. Based on the combined query the system
will re-rank the images and present them to the users. This loop can be repeated
until the user is satisfied with the returned results. An example of a combination of
visual and semantic query is provided in Figure 2.

In the following we give a more precise overview of our approach. Each image
is defined by a visual dv and a semantic descriptor ds according to

d = [dv,ds] . (1)

The semantic query is coded by the vector q0
s which is 1 for the classes which are

indicated in the semantic query and zero otherwise. Initially the system returns a
ranked list according to the following distance equation for all images (indexed by
i)
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where F is a distance function. Throughout this chapter we will use the following
distance measure
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∑
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(3)

where ai denotes the element i of vector a. Note that this distance measure is equal
to histogram intersection in case of normalized vectors a and b (as we will see this is
the case for the visual descriptors dv). However, it can also be used for unnormalized
vectors, which the semantic descriptors ds will turn out to be.

Next the user can improve his query by selecting relevant images. The selected
images are contained in the set Dr. Given the selected relevant images the user is
provided with new results based on the following distance measure
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Fig. 3 We propose to use image classification methods based on bag-of-words to automatically
label the image with semantic information, which are then applied for semantic image retrieval.

where the parameter λ allows to leverage the relative influence of both cues and
will be set by the user. Compared with Eq. 2 this equation has two additional parts,
corresponding to the semantic and the visual distance to the relevant image set Dr.
In the following section we explain how the visual description dv and the semantic
description ds are computed. The images with lowest distance ε i to the query are
presented to the user for further evaluation.

3 Image Representations

In this section we shortly describe the two image representation methods which are
used to describe the semantic and the visual content of the image.

3.1 Semantic Image Representation

In recent years object recognition has advanced significantly. As a direct conse-
quence the semantic gap which exists between low-level image features and high-
level semantic content of the images has been narrowed. The main idea is to use
image classification methods to automatically label the image with semantically
relevant labels (see Figure 3). It is important to note that our approach differs from
existing bag-of-word based image retrieval methods (e.g. [13]), in that these meth-
ods do not transform the histogram into semantic classes. In this section, we shortly
describe our approach to semantic image representation. In particular, we will dis-
cus in detail how we combined several cues, in particular shape and color, into a
single image representation. More details on our bag-of-words implementation can
be found in [14, 15].

The bag-of-words approach which represents an image as a histogram of local
features is currently the most successful approach for object and scene recognition
[10, 9, 7, 8]. The approach works by constructing a visual vocabulary of local fea-
tures after which a histogram is built by counting the occurrences of each visual
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Method Cue Binding Cue Weighting Scalability
Early Fusion Yes No Yes
Late Fusion No Yes Yes

Color Attention Yes Yes No
Portmanteau Yes Yes Yes

Table 1 Overview of properties for several methods to combine multiple cues into the bag-of-
word framework. Only Portmanteau vocabularies combine all three desirable properties. See text
for discussion of table.

word in an image. The histogram is then used to train a classifier. Consequently,
given a test image the classifier is used to predict the category label of the image.

Introducing multi-modality, i.e. multiple cues, in bag-of-words image represen-
tations is an active field of research. Existing approaches used to combine color and
shape information often provide below-expected results on a wide range of object
categories. The inferior results obtained might be attributed to the way color is in-
corporated. Traditionally, there exist two approaches to combining color and shape
features. The first approach, termed early fusion, combines color and shape features
locally before the vocabulary construction stage. Therefore this representation has
the cue binding property, meaning that the cue information is combined at the same
location in the image. The second approach, called late fusion, combines the two
visual cues after the vocabulary construction stage. In late fusion, separate visual
vocabularies are constructed for color and shape and the two representations are
then concatenated to construct the image representation. This representation lacks
cue-binding, but possesses cue weighting, meaning that the relative weight of the
cues can be balanced.

Recently, a method for combining multiple features, called color attention [16],
has been introduced. This method combines both cue binding and cue weighting
into a single representation. However, a disadvantage of this representation is that it
does not possess scalability with the number of categories. Therefore, this method
is not suitable for large class problems. An overview of the properties of the several
methods to combine various cues in bag-of-words is given in Table 1. In the fol-
lowing, we will shortly describe the Portmanteau representation which we apply in
our prototype [17]. This representation combines the desired properties cue binding,
cue weighting and scalability.

A straightforward method to obtain the binding property is by considering a prod-
uct vocabulary that contains a new word for every combination of shape and color
terms. Assume that S = {s1,s2, ...,sM} and C = {c1,c2, ...,cN} represent the visual
shape and color vocabularies, respectively. Then the product vocabulary is given by

W = {w1,w2, ...,wT}
= {{si,c j} | 1 ≤ i ≤ M,1 ≤ j ≤ N}, (5)

where T = M ×N. A drawback of the product vocabularies is that they result in
a very large vocabulary size. As result this yields inefficient image representation,
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Fig. 4 Example of Portmanteau vocabulary: six different clusters are shown for the SUN data set,
where every cluster is represented by 100 randomly sampled patches which are assigned to the
cluster. Some clusters show constancy over color, whereas others are more constant over shape.

and in addition it is often difficult to obtain sufficient training data to prevent over-
training. Because of these drawbacks, compound product vocabularies have, not
been pursued in literature. However, in recent years, several algorithms have been
proposed which compress large vocabularies into small ones [18, 19]. Portmanteau
vocabularies [17] are constructed by applying these algorithms to reduce the size of
the product vocabularies. As a results we obtain a compact, multi-cue image repre-
sentation. The algorithm joins words which have similar discriminative power over
the set of classes in the image categorization problem. An example of the Portman-
teau vocabulary for the SUN data set [20] is shown in Fig.4

In conclusion, we use the Portmanteau image representation in our prototype be-
cause it combines multiple cues, namely color and shape, it is compact, and it was
shown to obtain state-of-the-art results. Having the Portmanteau representation of
the images we learn a SVM classifier with intersection kernel to label the images
with the probabilities over a set of class labels. These probabilities constitute the
semantic description ds of the image. When we compare different semantic descrip-
tors with Eq. 3 we see that this has the desired property that the presence of objects
which are not in the query does not increase the distance. However, the absence of
objects which are in the query does increase the distance.
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Fig. 5 The bottom image shows the color name assignment for the input image (superimposed
lines indicate the three parts which are used to construct the final representation). For the visual
representation of the image we concatenate the color histogram, over the eleven basic color terms
of the English language, for the bottom, middle and top of the image.

3.2 Visual Image Representation

Here we describe the visual image representation which is applied in the prototype.
The aim of the visual representation is to capture both the color sensation and the
composition of the image.

For the color description of the image we use color names. Color names are
linguistic terms which humans use to communicate colors, such as ’red’, ’green’
and ’blue’. We use the eleven basic color names of the English language, which
are black, blue, brown, grey, green, orange, pink, purple, red, white, and yellow.
The mapping from RGB values to a probability over color names was learned from
Google images (for a detailed description see [21][22]).

Color names have the advantages that they are intuitively understandable to hu-
mans and they provide a very compact color description of an image. Furthermore
color names possess a certain degree of photometric invariance, since many different
shades of green are all captured by the single color name ’green’. In addition, color
names also describe the achromatic content of image, by using the color names
’black’, ’grey’ and ’white’. This information is normally lost when working with
photometric invariants such as hue, and normalized RGB. Because of these proper-
ties, color names were found to be excellent color descriptors [22][23].

In addition, we use a weak composition descriptor image, by computing separate
histograms over the color names for the bottom, the middle and the top of the image.
This is similar to the spatial pyramids of Lazebnik [24] but was found to obtain
better results. An overview of our visual image representation is given in Fig. 5.
The final representation dv is only 33 bins, i.e. a concatenation of the colors in the
bottom, middle, and top image represented in the eleven color names.
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4 Image Retrieval Application

In this section we provide the technical details of our system, and explain the user
interface of our system.

4.1 Technical Implementation

The main challenges when implementing large scale image retrieval are user inter-
action and reaction speed. In our case, we need to provide visual feedback in the
form of preferred images. Also, the user should be able to balance the strength of
both semantic and visual queries which will result in a refined new query which can
be repeated for further improvement.

To provide our system with these features, it is accessed with a web browser
which is implemented in HTML. In addition to HTML we use PHP for the interac-
tive functionality of the webpage. Furthermore, a combination of javascripts, AJAX
and JSON are used to interact and perform computations on the client side. Finally,
CSS is used to modify the style to make it more intuitive and pleasant for the user.
PHP and HTML are interchangeable within the webpage, allowing the user to inter-
act with the queries.

Each database is implemented into two PHP files. The first one contains the main
part of the code to generate the webpage and relevant image ordering. The second
one is a module file that contains functions to generate the remaining part of the
website, mostly user interaction, but is not involved with the relevant image calcu-
lation.

Calculating distances for all images each time a query is performed, consumes a
lot of time and slows the system down. To avoid this, pre-calculated distance values
are stored which relieves the server side from laborious calculations. Each image has
different distance values to all the other images in the database stored. Then, when
dealing with a group of relevant images the user has provided, these stored values are
loaded resulting in a fast response time. The system has been tested to function with
large datasets up to 40,000 images. The system can be tested at the following web-
site: www.cat.uab.cat/Software/Image_Retrieval/index.php.

4.2 User Interface

An example of the user interface of our system is given in Figure 6. The user can
select a semantic category, in the example ’bicycle’ has been selected. The user
can further decide the number of images which should be returned (set to 15 in
the example). In addition the user can select images which are considered relevant
for the query. In the example the user has already selected three bike images on a
grass background. Finally, the user can select the relevance of the semantic content
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Fig. 6 Interface of the image retrieval system. See text for further explanation.

versus the visual content with a slider in the right top of the interface. Based on
these inputs the system will return the most relevant images, four of which are given
at the bottom of the example. In the experimental section we will investigate if the
semantic image description leads to an improved image retrieval system.

5 Demonstration and Experiment Results

In the introduction we pointed out that the main objective of our image retrieval
application is twofold: 1. Apply bag-of-word based image classification to bridge
the semantic gap by automatically labeling images with a set of semantic labels, 2.
Improve user feedback by allowing the user to select images to resemble the target
image according to semantic or esthetic (color composition) content. In this section,
we provide two experiments to evaluate these objectives.

To test our image retrieval system we use two large datasets. The PASCAL VOC
2009 dataset consists of 13704 images. The images are divided into 20 different
object categories. In our experiment we train on 3473 images and test the retrieval
system on 3581 images of the validation set. The SUN dataset consists of 39700 im-
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Fig. 7 Retrieval results for two different images. Top image from VOC PASCAL and bottom
image from SUN data set. For both images the query is performed twice once only based on
visual descriptor, and once on the combined visual and semantic descriptor. Note how the semantic
description helps to improve the query results.

ages of 397 different scene categories. The dataset is divided into 19850 training and
19850 test images. Both datasets are difficult owing to large amount of variations
both within an object category and across different object categories.

5.1 Semantic Image Description

In the first experiment we aim to evaluate if the semantic image description im-
proves the overall image retrieval results. Two example retrievals which illustrate
the importance of the semantic description are provided in Figure 7. To quantify
the improvement we performed a small user study. Users were given a target image
together with six retrieved images. The six images contained contained two images
which were similar only in a visual sense, two in a semantic sense and two which are
similar in both visual and semantic description. The images are randomly presented
and the user is unaware which algorithm is related to which image. Next, the user is
asked to select the image from the six which is most similar to the target image.
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Data Set Visual Semantic Visual+Semantic
VOC PASCAL 2009 17% 27% 56%

SUN 24% 34% 42%

Table 2 User preference for ’visual’,’semantic’ or ’visual+semantic’ description of images when
asked which image is most similar to a target image. Results are provided in percentage of times
the user selected the description.

In Table 2 the results of the experiment are summarized. The results are based
on a total of ten test person which provided ten preferences each. The visual and
semantic description is significantly more often selected than the results returned by
visual only. In 56% of the queries on PASCAL and in 42% of the queries on SUN
the combined description was preferred. This clearly shows the importance of the
semantic description for image retrieval.

5.2 Interactive Visual and Semantic Retrieval

In the second experiment we desire to establish if the semantic description within
the interface provided by Figure 1 is beneficial. To evaluate the user interface we
designed a user experiment to measure the speed with which a user finds the desired
image. Users are asked to find a given target image with the image retrieval system.
The test is performed on the PASCAL data set. We compare the retrieval system
with only visual image description (V-system) to the system with both visual and
semantic information (VS-system). As an evaluation measure we compare the num-
ber of target images which were found within X rounds of interaction. Since in the
VS-system the user can also balance the relative weight of semantic and visual in-
formation, we allow more rounds of interaction to the V-system. We choose X to be
ten for the V-system and five for the VS-system.

The results of the experiment are presented in Table 3. Eight subjects have per-
formed the experiment (five searches for the V-system and five for the VS-system).
The same random set of images was evaluated by both systems. The results show
that about double the amount of images were found by the VS-system, indicating
that the additional semantic information does significantly improve the retrieval sys-
tem. The fact that only eleven out of 40 images queries were found within five in-
teractive rounds reveals that the user interaction can still be improved significantly.
Users identified that they would have appreciate an additional feature which allows
users to indicate wether the selected image is relevant for its semantic content or for
its color and composition.
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Data Set Visual Visual+Semantic
VOC PASCAL 2009 5 11

Table 3 Number of target images which were found by the system within X rounds of interaction
for V-system and VS-system. The parameter X was set to ten for the V-system and to five for the
VS-system.

6 Conclusions

In this chapter we have investigated the usage of image classification methods to
bridge the semantic gap. We apply image classification to automatically label im-
ages with semantic terms. These terms are then used to facilitate image retrieval.
Users can start their query with a semantic term, and subsequently improve the
query by selecting relevant images. Queries can be considered relevant with respect
to their visual or semantic content. The user interface allows users to leverage be-
tween these two cues. Initial results are promising and show that semantic queries
improve retrieval quality.

As future work we see incorporating automatic semantic labeling in more devel-
oped retrieval systems such as RISE [25]. In this case terms which are contributed
by the automatic labeling can be handled similarly as terms extracted from the sur-
rounding webpage of images or the filename. Another extension in which we are
interested is further improving the semantic labeling by using object detectors [26].
This would allow users to further specify which part of the image they consider rel-
evant for the query. In conclusion, we expect that in the near future object recogni-
tion techniques will be an integral part of most image retrieval systems. The gained
semantic descriptions of images will improve the quality of the retrieval system.
Furthermore, knowledge of the location of the semantic content in the image will
open up new ways of improved user feedback.
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